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1. INTRODUCTION

In this paper we follow the same idea as in our recent papers [2, 3], namely, to demonstrate how the constructions well known in pure mathematics (in particular, in topology) can be used in problems of mechanics. It happens quite often that such constructions are not used by specialists in applications because of too abstract language. We would like to explain these in a less formal language, bearing in mind not only methodical and educational purposes but mainly expanding and developing the interaction between various branches of mathematics and mechanics. As in our previous papers, we first expose some theoretical material, and then illustrate it with an example from mechanics. As a new application we give the description of relative equilibria in one of the problems in vortex dynamics. In mechanics, it is often required to analyze the properties of singular points of a Hamiltonian depending on some parameters. It is well-known that a nondegenerate (in the sense of Morse theory) singular point is stable with respect to small perturbations of a parameter: it remains nondegenerate and its index does not change. However, for some (bifurcational) values of the parameter degenerations can occur, and while passing through them the index of a singular point may change. In such cases it is important to understand the scenarios of possible bifurcations. One of the questions which turn out to be important in this context (e.g., if one needs to analyze relative equilibria) is as follows: can the index of an isolated equilibrium point change without giving rise to new equilibria? The most suitable mathematical tool to answer this kind of questions is the Conley index, which is the topological invariant of an isolated invariant set of a dynamical system. It was introduced and studied by Charles Conley in the 1960s–1970s of the past century [21]. The efficiency of this invariant in various problems of dynamical systems theory is very well known to experts [20] involved in this field, but it cannot be said that this concept is familiar to specialists in applied areas. The following section is devoted to the definition of the Conley index and simplest constructions related to it (see also [29, 30, 1]).

2. THE CONLEY INDEX: MOTIVATION, DEFINITION AND EXAMPLES

Before giving a formal definition of the Conley index, we remind the reader of some elementary concepts from topological dynamics (see, e.g., [5, 18, 28]).

2.1. The Index of a Vector Field and the Morse Index

a. The index of a vector field. Let a dynamical system $\dot{x} = v(x)$ be given on the plane $\mathbb{R}^2$ in some region $U$ whose boundary is a smooth closed curve $\gamma(t), t \in [0, 2\pi], \gamma(0) = \gamma(2\pi)$. Suppose there are no equilibrium points at the boundary of $U$, i.e. $v(x) \neq 0$ for all $x \in \gamma$. Can we find out from the behavior of the vector field at the boundary of the region whether there exists an equilibrium point inside the region? The index of the vector field serves as a good tool to answer this question. The index is defined as follows.

Consider the vector field $v$ at the boundary as a periodic vector function $v(t) = v(\gamma(t))$ of the parameter $t$ on the curve $\gamma$. The index of the vector field $\text{ind } v$ at the boundary $\gamma$ of the region $U$ is the number of revolutions made by the vector $v(t)$ when passing round along the boundary, i.e. under the change of $t$ from 0 to $2\pi$ (Figs. 1 and 2).

![Fig. 1](vortex_field_1.png) ![Fig. 2](vortex_field_2.png)
Theorem 1. If the index is different from zero, an equilibrium point (fixed point) of the dynamical system exists necessarily inside the region $U$. Conversely, if the index is equal to zero, the vector field $v$ can be extended from the boundary into the region $U$ in such a way that there will be no equilibrium points inside.

Remark 1. If the curve $\gamma(t)$ and the vector field $v(t)$ on it have a certain degree of smoothness, then the field $v$ can also be extended into the region with the same degree of smoothness. In the analytical case, a real-analytic extension is also possible.

It is straightforward to generalize this definition to the multidimensional case. If we have a region $U \subset \mathbb{R}^n$ homeomorphic to the ball $B^n$, with boundary $\partial U$ diffeomorphic to the unit sphere $S^{n-1} \subset \mathbb{R}^n$, and the vector field $v$ at the boundary does not vanish, then one can determine the natural mapping $\phi: \partial U \to S^{n-1}$, setting $\phi(x) = v(x)/|v(x)|$. The index of the vector field is the degree of this mapping. In particular, if $\phi$ is a one-to-one mapping, the index is equal to $\pm 1$.

Remark 2. We recall the formal definition of the degree of mapping. Suppose there is a smooth mapping $F: M_1 \to M_2$ between two compact oriented manifolds of equal dimension. Then for almost any point $y \in M_2$ its inverse image $F^{-1}(y)$ contains only a finite number of points $x_1, \ldots, x_m$, all of them being regular, i.e. the determinant of the Jacobi matrix of $F$ at each of these points is different from zero. By definition, the degree of mapping $F$ is the number

$$\deg F = \sum_{x_i \in F^{-1}(y)} \text{sign det } dF(x_i).$$

In other words, the degree of mapping is the number of inverse images of a regular point counted taking into account the sign of each point, which is defined by whether the mapping $F$ preserves or changes orientation. The degree of mapping possesses two fundamental properties: it does not depend on the choice of the regular point $y$, which is used in the definition, and, in addition, the degree of mapping does not change under a continuous deformation of the mapping $F$.

As one of the most typical examples we can consider the complex polynomial $f(z)$ of degree $n$ regarded as a mapping of the extended complex plane $\mathbb{C}$ into itself. From the topological point of view $\mathbb{C}$ is a two-dimensional sphere $S^2$ (the so-called Riemann sphere), and the degree of mapping $f: \mathbb{C} \to \mathbb{C}$ is equal to the degree of polynomial, since for the point $w_0$ of general position the equation $f(z) = w_0$ has $n$ various solutions $z_1, \ldots, z_n$, with the signs at all points being positive, since for any complex mapping $f(z) = u(x, y) + iv(x, y)$ at a regular point we have

$$\det df = \begin{vmatrix} u_x & u_y & v_x & v_y \end{vmatrix} = u_x^2 + u_y^2 = |f'(z)|^2 > 0.$$
**Remark 3.** The index of a vector field is also often called the Poincaré–Hopf index, since it is well known primarily due to the Poincaré–Hopf theorem stating that the sum of indices of singular points of a vector field on a compact manifold is equal to its Eulerian characteristic. Poincaré proved this theorem for two-dimensional manifolds, and Hopf generalized it to the multidimensional case.

A disadvantage of this index is its small informativeness. For example, if we consider the gradient vector field of the simplest quadratic function
\[ f = \pm \frac{1}{2} (x^2 + y^2) \]
then its index is equal to 1 regardless of the choice of sign and therefore does not allow one to distinguish between the sink and the source (Fig. 2). And in general, in the case of a nondegenerate singular point of a vector field in \( \mathbb{R}^n \) its index is always equal to \( \pm 1 \), although such points can have significantly different topological types. Thus, for example, in Fig. 1 \( \text{ind} = 2 \), this means that inside the region there is something more complex than a nondegenerate singular point. However, it is impossible to determine what exactly is located there. There can, for example, be an isolated singular point there, but then it has to be degenerate. Or there can be several nondegenerate singular points there (e.g., two sinks or two sources). Examples are given in Fig. 3.

**Fig. 3**

**b. The Morse index.** For the above example of the gradient flow (2.1) the *Morse index* of the singular point of the corresponding smooth function is more informative. We remind the reader of this construction. Let \( f(x), \ x \in \mathbb{R}^n \), be a smooth function and \( x^{(0)} \) be its nondegenerate singular point (recall that this means: \( \det \left( \frac{\partial^2 f}{\partial x_i \partial x_j} \right) |_{x^{(0)}} \neq 0 \)).

The negative index of inertia of the second differential \( \frac{\partial^2 f}{\partial x_i \partial x_j} \) is called the index of the singular point \( x^{(0)} \). In other words, if the second differential is brought to a normal form via a linear change so that
\[ f(x) = f(x^{(0)}) - x_1^2 - \ldots - x_k^2 + x_{k+1}^2 + \ldots + x_n^2 + \ldots, \]
then the Morse index is the number \( k \).

The relation of the usual index \( \text{ind} \) of a singular point of the field \( v = \text{grad} f \) with the Morse index \( \text{ind}_M \) is very simple:
\[ \text{ind} \text{ grad} f(x^{(0)}) = (-1)^{\text{ind}_M f(x^{(0)})}. \quad (2.2) \]

In the case of the Hamiltonian vector field on \( \mathbb{R}^{2n} = \{(q, p)\} \) determined by the equations
\[ \dot{q} = \frac{\partial H}{\partial p}, \quad \dot{p} = -\frac{\partial H}{\partial q}, \quad (2.3) \]
for a nondegenerate fixed point \( x^{(0)} = (q, p) \) there is an analogous invariant — the Morse index of the Hamiltonian \( H(q, p) \) at the point \( x^{(0)} \). It is interesting to note that the indices of the
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Hamiltonian vector field (2.3) and the gradient field $\text{grad } H$ coincide (and are determined by (2.2)), since the vector fields are related to each other by a nondegenerate operator with a positive determinant.

For vector fields of arbitrary nature in the case of hyperbolic singular points the Morse index [1] can also be defined. From the viewpoint of dynamics the Morse index of a hyperbolic singular point (or a closed trajectory) of a dynamical system is defined as the dimension of the unstable invariant manifold. In particular, the Morse index of the vector field $\text{grad } f$ at a nondegenerate singular point is equal to the Morse index of the function $-f$ at this point.

The Morse index gives a better understanding of the behavior of the system near an equilibrium point. However, its shortcoming is that it is well defined only for nondegenerate singular points. Its stability under the deformation of the function $f_0(x) \sim f_\alpha(x)$ is difficult to judge for the simple reason that for some values of the parameter $\alpha$ the nondegeneracy condition is violated and at this moment the index cannot be determined at all. In addition, the vector field can exhibit more complex invariant subsets (submanifolds) than a fixed point, which one would also like to characterize by means of some invariant.

Therefore, one would like to have a generalization of the Morse index which could be used in the case of degenerations as well. The Conley index is just such an invariant. Unlike the two previous indices, the Conley index is not a number but a topological space. And even not a space but its homotopy type. In order to define it, we will need some topological definitions.

2.2. Preliminary Considerations

Although intuitively the idea of the Conley index is simple and natural, a formal definition may at first glance seem strange and even artificial. In this section we discuss preliminary constructions motivating the choice of this invariant.

Let us consider a neighborhood $N$ of an isolated singular point of a dynamical system $\phi^t$ and mark out at its boundary an exit set $L$ consisting of those points where the trajectories leave the neighborhood. In a sense, this pair $(N, L)$ characterizes the dynamics near a singular point (roughly speaking, it shows which part of the flow goes out from the neighborhood). When both the system $\phi^t$ and the neighborhood $N$ are slightly perturbed, the topology should not change, therefore, one would like to regard the pair $(N, L)$ as a topological invariant of the singularity.

However, such a naive definition does not satisfy the natural requirements for invariants. Thus, for example, it depends significantly on the form of the neighborhood (an example is shown in Fig. 4). We note that a priori no additional restrictions can be imposed onto the neighborhood, since it is difficult to keep track of its form (with respect to the flow) in the process of deformation.

Another idea which is used in the construction of the Conley index to avoid this disadvantage is to shrink the neighborhood $N$ along the flow toward the exit set $L$. Formally, this implies a mapping — a half-flow which is defined as follows: each point $x \in N$ moves along its trajectory in the positive direction until it reaches the exit set $L$, then it stops immediately. In particular, the

![Fig. 4. Examples of various neighborhoods of the fixed point of a flow.](image-url)
points belonging to \( L \) remain fixed and do not move anywhere, and the points that never reach the exit keep moving along their usual trajectories up to infinity, i.e. if there is an invariant set inside the neighborhood, it remains unchanged, and the entire remaining part \( N \) sticks to the exit set \( L \).

But this half-flow has also a shortcoming: it is not continuous. This is clearly seen in the example in Fig. 4b: the points \( x_1 \) and \( x_2 \) are close but leave the neighborhood at the points \( y_1 \) and \( y_2 \), which are far apart. To avoid this trouble, we have to include the point \( z \) in the set \( L \). But this will not be sufficient either. There will be a problem with those points which lie on the trajectory between \( z \) and \( y_1 \). The point \( z \) itself is already an exit point and, therefore, should not move anywhere, while the other points on the segment of the trajectory must be deformed into the point \( y_1 \). The solution of the problem is to include in the set \( L \) all points located on the trajectory between \( z \) and \( y_1 \). In other words, the following requirement is important: if some point has reached the exit set \( L \), then this point must not leave it and go to \( N \setminus L \) again \(^1\). Moreover, since the dynamics on the exit set is ignored, it turns out to be necessary to contract the entire exit set \( L \) to one point for the sake of continuity; we shall denote such a space arising from the pair \((N, L)\) by \( N/L \) (see the following section for more details).

There is another important point. As is well known from examples, there may arise new equilibrium points and closed trajectories or more complex invariant sets in the process of deformation. For this reason it makes sense not to confine our attention to the equilibrium points but to consider from the very beginning invariant (i.e. consisting of whole trajectories) compact subsets \( S \) of arbitrary nature. The requirement for the invariant set \( S \) is that it must be isolated, i.e. there must exist such a neighbourhood \( N \) (it is more convenient to regard this neighbourhood as compact) in which \( S \) is the maximal invariant subset. Such a neighbourhood is called isolating.

It is interesting to note that the definition of an isolating neighborhood \( N \) can be given using the properties of the flow \( \phi_t \) only in a neighborhood of the boundary \( \partial N \) without mentioning the set \( S \) itself (which may actually turn out to be empty, and this case should not by any means be excluded from consideration):

a compact set \( N \) is called an isolating neighbourhood if no boundary point \( x \in \partial N \) lies on a trajectory entirely contained in \( N \).

**Remark 4.** A point of center type on the plane (in whose neighborhood all trajectories are closed) has no isolating neighborhood. Under small deformation the center can turn both into a sink and into a source.

The above considerations justify the conditions on \( L \) formulated below. Before giving a formal definition for the Conley index, we recall some basic facts from elementary topology.

### 2.3. Necessary Facts from Elementary Topology

Assume that \( X \) is a topological space and \( Y \subset X \) is its compact subset. Let \( X/Y \) denote a new topological space obtained from \( X \) by contracting \( Y \) to a point. Examples are shown in Fig. 5.

Fig. 5a: if we “contract” to a point (i.e. identify) the ends \( \{0\} \cup \{1\} = Y \) of the segment \( X = [0,1] \), then we obtain a circle as \( X/Y \);

Fig. 5b: if we contract the half \( Y \) of the disk \( X \) to a point, then we again obtain a disk;

Fig. 5c: if we contract the parallel \( Y \) on the torus \( X \) to a point, then the space \( X/Y \) will be the pinched torus;

Fig. 5d: if we contract the boundary circle \( Y \) of the two-dimensional disk \( X \) to a point, then we obtain a two-dimensional sphere.

---

\(^1\)Recall that \( N \setminus L \) denotes the complement to \( L \) in \( N \), i.e. \( N \setminus L = \{x \in N, x \notin L\} \).
Fig. 5. Examples of spaces $X/Y$.

Fig. 6. Examples of homotopically equivalent spaces.
The last example has a natural multidimensional generalization: if $X$ is an $n$-dimensional ball and $Y$ is its boundary sphere, then by contracting it to a point we obtain the space $X/Y$ homeomorphic to an $n$-dimensional sphere.

Furthermore, after contracting the subset $Y$ to a point we obtain in the space $X/Y$ some marked point, which we shall denote by $[Y]$.

Two topological spaces $X_1$ and $X_2$ are called homotopically equivalent if they can be “deformed” into each other. Examples are shown in Fig. 6:

Fig. 6a: an $n$-dimensional ball is homotopically equivalent to a point;
Fig. 6b: a punctured plane is homotopically equivalent to a circle;
Fig. 6c: a torus with a hole is homotopically equivalent to the bouquet of two circles (i.e. two circles glued together at one point).

For a more rigorous definition of the concept of homotopic equivalence one should first introduce the concept of homotopic mappings. Let $f_0, f_1: X \to Y$ be two continuous mappings. They are called homotopic if there exists a continuous family of mappings $f_\alpha: X \to Y$, $\alpha \in [0, 1]$ deforming one mapping into another. More formally, there exists a continuous mapping $F: X \times [0, 1] \to Y$ such that $f_0(x) = F(x, 0)$, $f_1(x) = F(x, 1)$ for $x \in X$.

Topological spaces $X_1$ and $X_2$ are called homotopically equivalent (or having the same homotopy type) if there exist two maps $f: X_1 \to X_2$ and $g: X_2 \to X_1$ such that $f \circ g: X_2 \to X_2$ is homotopic to the identity map $id_{X_2}$ and $g \circ f: X_1 \to X_1$ is homotopic to the identity map $id_{X_1}$.

A less trivial example: Let $X$ be a 3-dimensional ball and $Y$ be a circle on the boundary sphere. What is the homotopy type of the space $X/Y$? The deformation in Fig. 7 shows that $X/Y$ has the homotopy type of the two-dimensional sphere $S^2$.

![Fig. 7. The process of deformation of a ball with a marked circle into a sphere.](image)

### 2.4. Formal Definition

Let a dynamical system $\phi^t: X \to X$ be given on some manifold $X$ (as $X$ one can consider an arbitrary locally compact topological space). A compact invariant subset $S \subset X$ is called isolated if for this subset there exists a compact neighbourhood $N$ in which $S$ is the maximal invariant subset (in other words, $S$ is the invariant part of $N$):

$$S = inv(N) := \{ x \in N : \phi^t(x) \in N \text{ for all } t \in \mathbb{R} \}.$$

In this case, $N$ is called an isolating neighbourhood for $S$. The Conley index assigns to $S$ the homotopy type of some topological space with a marked point. The construction is as follows.

The index pair $(N, L)$ for the isolated invariant set $S$ consists of two compact subsets $L \subset N$ of the manifold $X$ such that

- the closure of the set $N \setminus L$ is an isolating neighbourhood for $S$;
— L is an exit set for N: for any \( x \in N \) and \( t > 0 \) with the condition \( \phi^t(x) \notin N \) there exists \( t_0 \in [0, t] \) such that \( \phi^{t_0}(x) \in L \);

— L is positively invariant in N, i.e. the points which have reached L, cannot “escape back” into \( N \setminus L \): if \( x \in L \) and \( \phi^\tau(x) \in N \) for all \( \tau \in [0, t], \ t > 0 \), then \( \phi^t(x) \in L \).

It can be shown that an index pair exists for every invariant isolated set \( S \). Moreover, if \((N, L)\) and \((N', L')\) are two index pairs for \( S \), then the factor spaces \( N/L \) and \( N'/L' \) are homotopically equivalent as spaces with the marked points \([L]\) and \([L']\).

**Definition 1.** The Conley index \( \text{ind}_C(S, \phi) \) of the invariant set \( S \) of the flow \( \phi^t \) is the homotopy type of the space \( N/L \) with the marked point \([L]\), where \((N, L)\) is an index pair for \( S \).

Furthermore, as was stated in the previous section, the isolating neighbourhood and, consequently, the index pair \((N, L)\) can be correctly defined for the flow \( \phi^t \) without using an invariant set. For this reason, the topological type of \( N/L \) will also be called the Conley index of the isolating neighborhood \( \text{ind}_C(N, \phi) \). The invariant set itself need not be mentioned at all. Conceptually this is very important, since in many cases we do not know anything about this invariant set lying inside the neighborhood.

The index defined in this way possesses three fundamental properties.

**Theorem 2 (The Conley theorem).** Let \( N \) be an isolating neighbourhood of some smooth dynamical system. Then

1) the index is an invariant of isolating neighborhoods;

2) if the index is nontrivial, i.e. different from a “point”, then inside the isolating neighborhood there is a nonempty invariant set;

3) if \( \phi_\alpha \) is a continuous family of dynamical systems for each of which \( N \) is an isolating neighbourhood, then the index \( \text{ind}_C(N, \phi_\alpha) \) is the same for all values of the parameter \( \alpha \).

**Remark.** In this (or the most close) formulation the above theorem is presented in [30].

Thus, according to these properties, if there are two different isolating neighbourhoods of the same invariant set, then the index does not depend on which of these neighborhoods we shall consider. Moreover, this invariant set \( S \) itself is not important at all: any events can happen to it inside this neighborhood under a deformation (for example, it can completely disappear), but the index will not change.

For our purposes, the most important is the third property of the Conley index, namely, its stability under deformation of a dynamical system. It is often applied in the following situation. Assume that we are given two dynamical systems \( \phi_0 \) and \( \phi_1 \) included in a continuous family \( \phi_\alpha \). Let \( N \) be an isolating neighbourhood for \( \phi_0 \) and \( \phi_1 \). Then two cases are possible:

- either the Conley index remains the same under a change of the parameter \( \alpha \), and, in particular, \( \text{ind}_C(N, \phi_0) = \text{ind}_C(N, \phi_1) \);

- or the index has changed and then, for some intermediate value of the parameter \( \alpha \in (0, 1) \) the neighbourhood \( N \) has ceased to be isolating.

Recall that the violation of the condition of being isolating is equivalent to the existence of a boundary point \( x \in \partial N \) such that the trajectory passing through it is entirely contained in \( N \).

**Remark.** If the condition of being isolating is violated for some value of \( \alpha \), Conley’s theory ceases to work and cannot give a definite answer as to whether or not the index will change.
c. The Andronov–Hopf bifurcation [24]. One of the most illustrative examples of application of these properties is the bifurcation of the birth of a cycle on a plane when for each value of the parameter $\alpha \in [0, 1]$ there is exactly one stationary point with complex multipliers $\lambda(\alpha) \pm i\mu(\alpha)$. The bifurcation implies that the real part of the multiplier, i.e. $\lambda(\alpha)$, changes sign from minus to plus, resulting in the attracting point turning into a repulsive one. The Conley index changes from a pair of points at $\lambda < 0$ to a pointed sphere at $\lambda > 0$ (see the example below in Figs. 9a and 9c). Hence, if the standard $\varepsilon$-neighbourhood of the point is fixed in such a way that it is isolating for both $\alpha = 0$ and $\alpha = 1$, then for some intermediate value of the parameter $\alpha$ it will cease to be isolating, and this will mean that a closed trajectory entirely lying in this neighborhood passes through some boundary point of the neighborhood. It is clear that this is a limit cycle, since there can be nothing else for dimensional reasons. Such a trajectory (at various values of the parameter $\alpha$) exists for any $\varepsilon$. We denote it by $\gamma_\varepsilon$. It is obvious that all these trajectories are different and form a family of closed cycles (see Fig. 8). Thus, we obtain a proof of the existence of a family of closed trajectories.

2.5. Examples of the Conley Index

In most examples, as an isolating neighborhood $N$ one can take the most natural (compact) neighborhood of an invariant set, and as a subset $L \subset N$ one can consider the usual exit set lying at the boundary $\partial N$.

a. A source, a saddle and a sink on a plane. Figure 9 shows the corresponding index pairs. In all cases, a disk with its center at an equilibrium point is taken as $N$, and the exit set $L$ consists:

(a) in the case of a source — of a whole boundary circle,
(b) in the case of a saddle — of two arcs,
(c) in the case of a sink — it is empty.

If the boundary circle of the disk is contracted to a point, we obtain a two-dimensional sphere (Fig. 9a). If two arcs are identified into a point, we obtain a space which is homotopically equivalent to a circle (Fig. 9b). In the case of a source the exit set is empty; formally “shrinking it to a point”, we obtain a point lying separately from the disk $N$ (this rule is adopted as a convention). Thus, the factor space $N/L$ is the disjoint union of the disk and the point. Since the disk is homotopically equivalent to a point, the Conley index in the case of a sink is the homotopy type of a space consisting of a pair of points (or, what is the same, a zero-dimensional sphere $S^0 = \{x^2 = 1, x \in \mathbb{R}\}$).
It is useful to observe what will happen if the form of the isolating neighborhood changes. For example, as shown in Fig. 10. The exit set at the boundary of this neighborhood consists of three components. However, one of them is not closed. If one considers its closure, i.e. adds one point, the property of positive invariance is violated. This problem can easily be avoided by adding a piece of the trajectory marked in Fig. 10. After these modifications $N$ and $L$ satisfy the definition of an index pair. If $L$ is contracted to a point, we obtain a space shown in Fig. 10. It is easily seen that despite a rather big difference between this index pair and the standard one, the Conley index does not change: as before, the resulting factor space $N/L$ is homotopically equivalent to a circle.

b. Two saddles and a separatrix connecting them. The index pair $(N, L)$ of this invariant set is shown in Fig. 11, the Conley index is the homotopy type of the union of two circles.
It is interesting to note the following. One can deform this system in such a way that the separatrix between the two saddles splits into two separatrices passing by each other, in this case the invariant set will change: now it consists of two points (Fig. 12a). Notice that the Conley index will remain the same. This is quite natural, since the index pair has not changed at all. Much more interesting is the fact that as a different index pair we can now take two individual neighborhoods of these points (Fig. 12b). In this case, four arcs will be the exit set $L$; nevertheless, the Conley index will not change in any way.

**Fig. 12.** The Conley index of a pair of unconnected saddles.

c. **The gradient flow of a Morse function.** Consider an important example which allows one to relate the Morse index and the Conley index to each other — the gradient flow of a Morse function with a nondegenerate singular point of the index $k$:

$$f(x) = -x_1^2 - \cdots - x_k^2 + x_{k+1}^2 + \cdots + x_n^2,$$

$$\dot{x} = Bx, \quad B = \text{diag}(-1, \ldots, -1, 1, \ldots, 1).$$

**Fig. 13.** Cross-sections of an axisymmetric flow in a neighborhood of a saddle singular point and possible isolating neighborhoods. (The darker color on the boundary of the isolating neighbourhoods shows the exit set.)

If $k \neq 0$, then this singular point is hyperbolic, its stable and unstable manifolds have dimensions $n - k$ and $k$. The set $N$ in the index pair is a spherical neighbourhood of the singular point and the exit set $L$ lying on the boundary of the $(n-k)$-dimensional ball $N$ is the direct product of a sphere of dimension $k - 1$ and a disk of dimension $n - k$. An example for $n = 3$, $k = 2$ is shown in Fig. 13a.
The index pair shown in the figure can be changed by taking a three-dimensional cylinder as \( N \) and its lateral surface (Fig. 13b) as \( L \). In the general case one can take the direct product of two disks \( N = B^k \times B^{n-k} \) as \( N \) and the lateral surface \( S^{k-1} \times B^{n-k} = \partial B^k \times B^{n-k} \) as \( L \). Homotopically the second factor \( B^{n-k} \) in these direct products is trivial and plays no role, therefore, by contracting \( L \) (i.e. actually the boundary sphere \( S^{k-1} \) of the ball \( B^k \)) to a point, we obtain a \( k \)-dimensional sphere.

Thus, the Conley index of a singular point of the gradient flow of a Morse function of index \( k \) is the homotopy type of the \( k \)-dimensional sphere.

3. APPLICATION TO THE PROBLEM OF RELATIVE EQUILIBRIA

3.1. The Change of the Index and the Birth of Equilibrium Points

Consider a system whose Hamiltonian \( H(x, \alpha) \) is a smooth function on \( \mathbb{R}^n \) depending on a parameter \( \alpha \in [-1, 1] \). Let \( x_0 \in \mathbb{R}^n \) be its nondegenerate singular point at \( \alpha = -1 \). What happens to this point under a change of the parameter? It is well known that under a small variation of the parameter it remains nondegenerate and its Morse index does not change (the point itself can, of course, slightly change its location). Moreover, as long as it remains nondegenerate, its index remains the same. This easily follows from the continuity argument and the implicit function theorem. The following natural question arises:

\[ \text{can the Morse index of the point change during a passage through degeneration, and if it can, what does this change imply?} \]

Consider two examples.

The first example is quite simple:

\[ H(q, p; \alpha) = \alpha(p^2 + q^2). \]

As \( \alpha \) passes through zero, the index of the singular point \((0, 0)\) changes: \( \text{ind}_M = 2 \mapsto \text{ind}_M = 0 \). However, at \( \alpha = 0 \) the function \( H \) becomes identically zero, and the singular point \((0, 0)\) is not isolated. It is clear that such a situation is not generic, and for this reason, as a rule, does not occur in applications.

The second example is:

\[ H(q, p; \alpha) = p^2 - \alpha q^2 + q^4. \quad (3.1) \]

Here after the passage of \( \alpha \) through zero the index of the singular point \((0, 0)\) changes from 1 to zero and the point \((0, 0)\) is isolated for each value of the parameter. In other words, we have a smooth one-parameter (the parameter is \( \alpha \)) family of points \( x^{(0)}(\alpha) = (0, 0) \) in which the index changes passing through degeneration at \( \alpha = 0 \). We note that the change of the index implies here the appearance of new singular points: at \( \alpha > 0 \) there are two more families of singular points:

\[ x^{(1)}(\alpha) = \left( 0, \sqrt{\frac{\alpha}{2}} \right), \quad x^{(2)}(\alpha) = \left( 0, -\sqrt{\frac{\alpha}{2}} \right). \]

Such a situation is inevitable: if the index has changed, then in an arbitrarily small neighborhood of the family of singular points there must exist other singular points. Namely, the following theorem holds.

**Theorem 3.** Let \( H(x, \alpha) \) be a smooth function on \( \mathbb{R}^n \) smoothly depending on a parameter \( \alpha \in [-1, 1] \) and let \( x_0 \in \mathbb{R}^n \) be an isolated singular point of \( H(x; \alpha) \) for each \( \alpha \). Let \( x_0 \) be nondegenerate at \( \alpha \neq 0 \) and let its Morse index change as \( \alpha \) passes through zero. Then in an arbitrarily small neighborhood of \( x_0 \) there exist other singular points for some values of \( \alpha \).

**Remark.** In this theorem one can, of course, assume that the singular point \( x_0 \) is not fixed but smoothly depends on \( \alpha \).
The Proof follows in an obvious way from the properties of the Conley index. Since the point \( x_0 \) is nondegenerate for \( \alpha = \pm 1 \), it is isolated, and for sufficiently small \( \varepsilon > 0 \) its \( \varepsilon \)-neighborhood \( U_\varepsilon \) is isolating for both gradient flows \( \text{grad} H(x, \pm 1) \).

By our assumption, the Morse indices and, therefore, the Conley indices are different for \( \alpha = 1 \) and \( \alpha = -1 \). Since the Conley index is invariant under continuous deformations of the flow (see property 3), such a situation is only possible when at some value of \( \alpha \) the neighbourhood \( U_\varepsilon \) ceases to be isolating. This means the following. Either at the boundary of this neighborhood there is a singular point of the gradient flow (which proves the theorem) or there is a trajectory \( \gamma(t) \) passing through some point of \( \partial U_\varepsilon \) which is entirely contained in this neighborhood. Let \( x_\pm \) be the limit points of the trajectory \( \gamma(t) \) as \( t \to \pm \infty \). Since we deal with a gradient flow, the points \( x_\pm \) are different and singular for the function \( H \). Thus, inside the neighborhood there are at least two distinct singular points, which the theorem actually states. \( \square \)

From the viewpoint of dynamics the critical points of a Hamiltonian, which are singular points of the Hamiltonian vector field, can be divided into types not only depending on the index but also depending on the nature of the eigenvalues of the linearized system. In the case of two degrees of freedom there are four such types:

1. center–center (two pairs of purely imaginary eigenvalues \( \pm iA, \pm iB \)),
2. center–saddle (a pair of purely imaginary and a pair of real eigenvalues \( \pm iA, \pm B \)),
3. saddle–saddle (two pairs of real eigenvalues \( \pm A, \pm B \)),
4. focus–focus (a quadruple of complex eigenvalues \( \pm A \pm iB \)).

The relation between these types and the Morse index is as follows:

- the point of center–center type can have any even index, i.e. 0, 2 or 4;
- the point of center–saddle type can have index 1 or 3;
- the points of saddle–saddle and focus–focus type always have index 2.

As we have seen above, under a deformation of the system the change of the Morse index is necessarily accompanied by the birth of new equilibrium points or by the disappearance of the old ones. Does an analogous event happen under the change of the type of the singular point? Taking into account the relation between the index and the type, this question can be put in a more precise form as follows:

*can the point of index 2 change its type under deformation, for example, from center–center to focus–focus or saddle–saddle type, and if it can, does it imply the birth or elimination of singular points?*

To answer the first half of the question, it is convenient to depict regions corresponding to different types of singular points on the plane \( \mathbb{R}^2 = \{(a, b)\} \), where \( a \) and \( b \) are the coefficients of the characteristic polynomial of the linearized Hamiltonian system:

\[
\mathcal{X}(\lambda) = \lambda^4 + a\lambda^2 + b.
\]

These regions are separated by the curve \( a^2 - 4b = 0 \) and the straight line \( b = 0 \) (see Fig. 14). Under a change of the parameter \( \alpha \) the curve \( \tilde{\sigma}(\alpha) = (a(\alpha), b(\alpha)) \) arises for the corresponding family of critical points \( x^{(0)}(\alpha) \) on this plane. It can be seen from Fig. 14 that in a typical situation the point with \( \text{ind}_M = 2 \) can turn either from a focus–focus into a saddle–saddle or from a focus–focus into a center–center (and vice versa). Notice that in the generic case no additional singular points arise or disappear; however, periodic trajectories arise under the deformation of a focus–focus into a center-center. Sometimes this bifurcation is called the Hamiltonian Hopf bifurcation [27]. On the bifurcation diagram in the plane \( \mathbb{R}^2 = \{(\alpha, H)\} \) (see the following section) we will not be able to notice bifurcations of this type.

Transformation of a center–center into a saddle–saddle is also possible, but this bifurcation is not generic.
3.2. Bifurcation Diagram and Its Analysis

Many problems in mechanics often require finding and analyzing the equilibria of Hamiltonian systems depending on some parameter. In fact, this reduces to analysis of critical points of the Hamiltonian $H(x, \alpha)$, which is a smooth (analytical) function of phase variables $x \in \mathbb{R}^n$ and the parameter $\alpha$.

One of the most common problems is to describe the relative equilibria of a Hamiltonian system possessing a cyclic integral (see the following section for more details). In this case one needs to find critical points of the Hamiltonian $H(x, \alpha)$ reduced by the action of the integral, where $\alpha$ is the value of the cyclic integral. As a rule, for almost all values of $\alpha$ the critical points turn out to be nondegenerate and form one-parameter families $x(i)(\alpha)$, $i = 1, \ldots, m$. Note that on the plane of values of the first integrals $\mathbb{R}^2 = \{(\alpha, H)\}$ one can construct in a natural way the bifurcation curves $\sigma_i$ corresponding to the singular points. These curves $\sigma_i$ are given as graphs of the functions $h_i(\alpha) = H(x(i)(\alpha), \alpha)$.

After calculating the Morse indices of the Hamiltonian for the corresponding families of singular points $x(i)(\alpha)$, we can place them on the corresponding curves $\sigma_i$ and track their change under variation of $\alpha$. This diagram is called the bifurcation diagram of the system.

The problem often lies in the fact that we have only partial information on the critical points of $H$, i.e. we do not have their complete description. In order to avoid mistakes and “predict” a correct result, it is important to understand possible scenarios of change of the index when the point is moving along a branch of the bifurcation diagram. Thus, the theorem formulated above can help, for example, in the following situation. Assume that a one-parameter family of equilibrium points $x(0)(\alpha)$ (smooth in $\alpha$) is given and we know that after passing through some value of the parameter $\alpha_0$ the Morse index of $x(0)(\alpha)$ has changed. This means that at this moment the “birth” of some new family of singular points must happen. In other words, partial information about some equilibria can entail the existence of other equilibrium points.

For illustration, we consider again the second example with the function (3.1) and assume that only one family of singular points $x(0)(\alpha) = (0, 0)$ is known to us. We construct the corresponding bifurcation curve $\sigma_0: h_0(\alpha) = 0, \alpha \in [-1, 1]$ (Fig. 15a); we see that, according to Theorem 3, this diagram is not complete. A complete diagram should contain the curves corresponding to the equilibria $x(1)(\alpha)$ and $x(2)(\alpha)$ that were “born” at $\alpha = 0$. In this case, both families $x(1)(\alpha)$ and $x(2)(\alpha)$ are mapped to the same curve $\sigma_1: h_0(\alpha) = -\frac{\alpha^2}{2}$ (see Fig. 15b).

Remark. Actually, a more detailed study of the Conley index also provides insight into the “interaction” of indices of various families of singular points meeting at some bifurcation point, which makes it possible to formulate correct hypotheses and to test the results obtained in the study of a specific system.
We point out another simple idea which is often used in the analysis of bifurcation diagrams. Suppose there are two families of critical points of the Hamiltonian $H(x, \alpha)$, which we denote by $x^{(1)}(\alpha)$ and $x^{(2)}(\alpha)$, so that the corresponding bifurcation curves on the plane $(\alpha, H)$ are determined by the graphs of the functions $h_1(\alpha) = H(x^{(1)}(\alpha), \alpha)$, $h_2(\alpha) = H(x^{(2)}(\alpha), \alpha)$.

If for some $\alpha = \alpha_0$ these families intersect in the phase space, i.e. $x^{(1)}(\alpha_0) = x^{(2)}(\alpha_0)$, then the bifurcation curves corresponding to them intersect for $\alpha = \alpha_0$ and are tangent to each other at the intersection point:

$$h_1(\alpha_0) = h_2(\alpha_0), \quad \frac{dh_1}{d\alpha}(\alpha_0) = \frac{dh_2}{d\alpha}(\alpha_0).$$

To prove it, it is sufficient to calculate the derivative along the bifurcation curves taking into account the condition that the points $x^{(i)}(\alpha)$ are all critical:

$$\frac{dh_i}{d\alpha} = \frac{\partial H(x, \alpha)}{\partial \alpha} \bigg|_{x=x^{(i)}(\alpha)} + \left( \sum_k \frac{\partial H(x, \alpha)}{\partial x_k} \frac{dx_k^{(i)}(\alpha)}{d\alpha} \right) \bigg|_{x=x^{(i)}(\alpha)} = \frac{\partial H(x^{(i)}(\alpha), \alpha)}{\partial \alpha},$$

hence, if $x^{(1)}(\alpha_0) = x^{(2)}(\alpha_0)$, then $\frac{dh_1}{d\alpha}(\alpha_0) = \frac{dh_2}{d\alpha}(\alpha_0)$ as well.

This is illustrated in Fig. 15b, where the intersection of three families of singular points $x^{(0)}(\alpha)$, $x^{(1)}(\alpha)$ and $x^{(2)}(\alpha)$ corresponds to the merging of two branches $\sigma_0$ and $\sigma_1$ for $\alpha = 0$.

It follows from this assertion that if on the bifurcation diagram the branches intersect transversally, the corresponding families of critical points are separated from each other in the phase space.

As an example, we consider the function

$$H(q, p, \alpha) = p^2 + q^4 + \frac{4}{3}\alpha q^3 - q^2, \quad \alpha \in [-1, 1],$$

(3.2)

possessing for all $\alpha$ three families of singular points

$$x^{(0)}(\alpha) = (0, 0), \quad x^{(1)}(\alpha) = \left(0, -\frac{\alpha}{2} + \frac{\sqrt{\alpha^2 + 2}}{2}\right), \quad x^{(2)}(\alpha) = \left(0, -\frac{\alpha}{2} - \frac{\sqrt{\alpha^2 + 2}}{2}\right).$$

The corresponding bifurcation diagram contains three different curves $\sigma_0 : h_0(\alpha) = 0, \sigma_1 : h_1(\alpha) = -\frac{\alpha^4}{6} - \frac{\alpha^2}{2} - \frac{1}{4} + \frac{\alpha(\alpha^2 + 2)^{3/2}}{6}, \sigma_2 : h_2(\alpha) = -\frac{\alpha^4}{6} - \frac{\alpha^2}{2} - \frac{1}{4} - \frac{\alpha(\alpha^2 + 2)^{3/2}}{6}$ (see Fig. 16). As is clear from the figure, the curves $\sigma_1$ and $\sigma_2$ intersect at $\alpha = 0$, although the corresponding families of critical points $x^{(1)}(\alpha)$ and $x^{(2)}(\alpha)$ do not have any common points in the phase space $\mathbb{R}^2 = \{(q, p)\}$.

The following section serves as an illustration of these ideas.
4. RELATIVE EQUILIBRIA IN THE PROBLEM OF THREE VORTICES IN A CIRCLE

4.1. Equations of Motion and Reduction

As an example, we consider a system describing the dynamics of three equal point vortices in a circular domain on a plane. Let us choose the origin of a fixed coordinate system $O$ to coincide with the center of a circle, assume the vortex intensities to be equal to 1 and let their position be given by polar coordinates $r_k, \varphi_k$ (see Fig. 17). Then the equations of motion are expressed in Hamiltonian form

$$
\dot{r}_k = \{r_k, H\} = \frac{1}{r_k} \frac{\partial H}{\partial \varphi_k}, \quad \dot{\varphi}_k = \{\varphi_k, H\} = -\frac{1}{r_k} \frac{\partial H}{\partial r_k}, \quad k = 1, 2, 3,
$$

$$
H = -\frac{1}{4\pi} \sum_{k<j} \ln \frac{r_k^2 + r_j^2 - 2r_k r_j \cos(\varphi_k - \varphi_j)}{R^4 + r_k^2 r_j^2 - 2R^2 r_k r_j \cos(\varphi_k - \varphi_j)} + \frac{1}{4\pi} \sum_{k=1}^3 \ln(R^2 - r_k^2),
$$

where the Poisson bracket is defined by $\{r_k, \varphi_j\} = \delta_{kj} r_k$.

The equations of motion for vortices (4.1) admit an additional first integral of motion — the moment of vorticity, which in this case can be written as

$$
I = \frac{1}{2} \sum_{k=1}^3 r_k^2.
$$

The existence of this integral is a consequence of invariance of the equations of motion with respect to rotations around the center of the circle.

To find relative equilibria, we carry out a reduction by symmetry; to do so, we pass to the new variables $\rho_k, \psi_k, k = 1, 2, 3, I = \rho_3$ using the formulae

$$
\psi_1 = \varphi_1 - \varphi_3, \quad \psi_2 = \varphi_2 - \varphi_3, \quad \psi_3 = \varphi_3,
$$

$$
\rho_1 = r_1^2/2, \quad \rho_2 = r_2^2/2, \quad \rho_3 = I = (r_1^2 + r_2^2 + r_3^2)/2,
$$

where $\psi_k \in (-\pi, \pi), \ k = 1, 2, 3,$ are the angle variables (see Fig. 17).

It can be shown that the new coordinates are canonical:

$$
\{\rho_1, \psi_1\} = \{\rho_2, \psi_2\} = \{I, \psi_3\} = 1,
$$

the remaining brackets are equal to zero.

Throughout the rest of the paper, we shall assume without loss of generality that

$$
R = 1.
$$
Note that the regions of change of variables (4.3) and of the moment integral (4.2) are explicitly given as follows:

\[0 < \rho_k < 1/2, \quad -\pi < \psi_k < \pi, \quad k = 1, 2, \quad 0 < I < 3/2.\]

Expressing the coordinates of the vortices from (4.3)

\[\varphi_1 = \psi_1 + \psi_3, \quad \varphi_2 = \psi_2 + \psi_3, \quad \varphi_3 = \psi_3,\]

\[r_1 = \sqrt{2\rho_1}, \quad r_2 = \sqrt{2\rho_2}, \quad r_3 = \sqrt{2(I - \rho_1 - \rho_2)}\]

and substituting them into the Hamiltonian (4.1), we obtain

\[H = -\frac{3}{4\pi} \ln 2 + \frac{1}{4\pi} \left[ \ln(1 - 2\rho_1) + \ln(1 - 2\rho_2) + \ln(1 - 2(I - \rho_1 - \rho_2)) \right] \]
\[+ \frac{1}{\rho_1 + \rho_2 - 2\sqrt{\rho_1\rho_2} \cos(\psi_1 - \psi_2)} \]
\[+ \ln \frac{I - \rho_1 - 2\sqrt{\rho_1(I - \rho_1 - \rho_2)} \cos \psi_2}{1 + 4\rho_2(I - \rho_1 - \rho_2) - 4\sqrt{\rho_2(I - \rho_1 - \rho_2)} \cos \psi_2} \]
\[+ \ln \frac{I - \rho_2 - 2\sqrt{\rho_2(I - \rho_1 - \rho_2)} \cos \psi_1}{1 + 4\rho_1(I - \rho_1 - \rho_2) - 4\sqrt{\rho_1(I - \rho_1 - \rho_2)} \cos \psi_1}.\]

Thus, the Hamiltonian function is independent of \(\psi_3\), i.e. the variable \(\psi_3\) is cyclic. Hence, the equations of motion governing the evolution of the variables \(\rho_1, \rho_2, \psi_1\) and \(\psi_2\) are separated and written in the canonical Hamiltonian form

\[\dot{\rho}_k = \frac{\partial H(I, \rho_1, \rho_2, \psi_1, \psi_2)}{\partial \psi_k}, \quad \dot{\psi}_k = -\frac{\partial H(I, \rho_1, \rho_2, \psi_1, \psi_2)}{\partial \rho_k}, \quad k = 1, 2.\]

Thus, we have carried out a reduction of the initial system to the two-degree-of-freedom Hamiltonian system (4.6) parametrically depending on the value of the first integral \(I\).

As is well known, the relative equilibria, i.e. the periodic solutions of the system (4.1), are fixed points of the reduced system (4.6) and, consequently, are determined by the critical points of the Hamiltonian (4.5).

4.2. The Well-known Stationary Configurations and the Bifurcation Diagram  

a. The well-known configurations. Two stationary configurations of three vortices in a circular domain are well known:

- equilateral triangle (Thomson’s configuration) (Fig. 18a);
- symmetric collinear configuration (Fig. 18b).

Remark. Such configurations also exist in the general problem of \(N\) equal vortices (an equilateral polygon and a collinear configuration symmetric about the center). Results on their stability are contained in [8, 9, 26]. In [9] it is stated that in the case of three vortices there is an isolated value of the parameter for which Thomson’s configuration loses stability.

A natural question arises:  

do these configurations exhaust all possible relative equilibria in this system?

Following the approach described in Section 3, primarily on the plane of values of the first integrals \(I\) and \(H\), it is necessary to construct a bifurcation diagram of the system on which the families of critical points correspond to bifurcation curves.

Furthermore, we place the Morse index of the reduced Hamiltonian \(H\) (see Fig. 19) on the bifurcation curves. After such a modification the bifurcation diagram allows us to answer the questions concerning the existence, type and number of relative equilibria of the system under consideration.
Remark. In some works the bifurcation diagram is also called the Smale diagram [13] or energy-momentum diagram [17] depending on the field of research. Some authors (see, e.g., [17]) call the method of stability analysis using a bifurcation diagram the energy–momentum method.

The bifurcation curves of the well-known stationary configurations are constructed as follows.

Thomson’s (equilateral) configuration, which we shall denote by the letter T, corresponds to two families of critical points of the Hamiltonian (4.5) defined by

\[ \begin{align*}
1st \ family: \ \rho_1 &= \rho_2 = \frac{I}{3}, \quad \psi_1 = \frac{2\pi}{3}, \quad \psi_2 = \frac{2\pi}{3}, \\
2nd \ family: \ \rho_1 &= \rho_2 = \frac{I}{3}, \quad \psi_1 = \frac{2\pi}{3}, \quad \psi_2 = \frac{2\pi}{3},
\end{align*} \tag{4.7} \]

where the value of the moment integral \( I \) is a parameter of the family, it is related to the distance from the vortices to the center of the circle by the relation \( r = \sqrt{\frac{2}{3}I} \). These two families correspond to reflection symmetric configurations.
The collinear symmetric configuration, which we denote by \( C_s \), defines three families of critical points differing in the number of the vortex in the center of the circle.

1st family: \( \rho_1 = \frac{I}{2}, \rho_2 = 0, \psi_1 = \pi, \)

2nd family: \( \rho_1 = 0, \rho_2 = \frac{I}{2}, \psi_2 = \pi, \)

3rd family: \( \rho_1 = \rho_2 = \frac{I}{2}, \)

where \( I \) is a parameter of the family and is related to the distance from the non-central vortices to the center of the circle by the relation \( r = \sqrt{I} \).

The variables (4.3) are unsuitable for analysis of the collinear symmetric configuration, since one of the vortices lies in the center of the circle, so that either one of the angles \( \psi_k \) or both cannot be determined immediately (this is analogous to the singularity at the origin of coordinates when polar coordinates are determined). Nevertheless, the canonical change of variables allows this problem to be solved; for example, for the first family in (4.8) it has the form

\[
\sqrt{2}\rho_2 \cos \psi_2 = X, \quad \sqrt{2}\rho_2 \sin \psi_2 = Y, \quad \{X, Y\} = 1.
\]

Since the initial system (for \( \Gamma_1 = \Gamma_2 = \Gamma_3 \)) is symmetric with respect to permutations of the vortices, the results for the other two families turn out to be identical.

Due to the symmetry with respect to permutation of the vortices (which holds only for the case of equal intensities \( \Gamma_1 = \Gamma_2 = \Gamma_3 \)) all five families of critical points for Thomson’s and collinear symmetric configurations determine only two bifurcation curves on the plane of the integrals \( I \) and \( H \), which can be represented as

- **Thomson’s configuration:** \( H(I) = \frac{3}{4\pi} \ln \frac{1 - \left(\frac{2I}{3}\right)^3}{2I}, \)

- **collinear configuration:** \( H(I) = \frac{1}{4\pi} \ln \frac{(1 - I^2)^2}{4I^3} \).

Figure 19a shows a bifurcation diagram for Thomson’s (T) and collinear (C_s) configurations. The regions of change of the moment integral (4.2) are determined by the inequalities

\[
0 \leq I \leq \frac{3}{2} \quad \text{for Thomson’s configuration},
\]

\[
0 \leq I \leq 1 \quad \text{for the collinear configuration}.
\]

The left boundary \( (I = 0) \) corresponds to cases where all vortices lie in the center of the circle, the right boundary \( (I = \frac{3}{2} \) and \( I = 1) \) corresponds to cases where the vortices touch the boundaries of the circle (except the central vortex for the collinear configuration). In all cases, the energy of configurations tends to \( +\infty \) at the left boundary and to \( -\infty \) at the right boundaries, therefore, as the integral \( I \) approaches these values, the bifurcation curves \( H(I) \) corresponding to fixed points (see the bifurcation diagram in Fig. 19) exhibit asymptotic behavior.

**Remark.** For small values of the parameter \( I \) the bifurcation diagram for Thomson’s and collinear configurations is isomorphic to the planar case.

As was shown above, each point on the bifurcation curves corresponds to several fixed points of system (4.6). This is also valid for other possible values \( (I_0, H_0) \) which do not lie on the curves, — as a rule, they correspond to several different components of the disconnected integral manifold \( M_{I_0, H_0} = \{z \mid H(z) = H_0, I(z) = I_0\} \), where \( z \) denotes a set of phase variables of the system.
b. The indices of Thomson’s and collinear symmetric configurations. Let us place the Morse index on a branch of the bifurcation diagram that corresponds to Thomson’s configuration. To do so, we denote the variables of the reduced system by \( x = (\rho_1, \rho_2, t_1, t_2) \) and calculate the matrix of the quadratic part of the Hamiltonian \( B = \begin{vmatrix} \frac{\partial^2 H}{\partial x_i \partial x_j} \end{vmatrix} \) for any of the families (4.8). At the points of change of the index the eigenvalues of the matrix \( B \) change sign (vanish), they are found from the equation \( \det B = 0 \), which in this case has the form (4.11)

\[
5p^6 + 9p^5 + 5p^3 + 9p^2 - 1 = 0, \quad p = r^2 = \frac{2}{3}I.
\]

Only one root of this equation \( I_T^T \approx 0.456 \) lies in the range of the moment integral \( 0 \leq I \leq \frac{3}{2} \). We denote the corresponding point on the bifurcation curve by \( C_{C_1} \). The calculation of the index on the left of the bifurcation point gives \( \text{ind} = 0 \) and on the right \( \text{ind} = 2 \) (Fig. 19).

Similarly, we find that the bifurcation points for the collinear symmetric configuration are determined by

\[
(81p^7 + 27p^6 + 369p^5 + 54p^4 - 312p^3 + 144p - 32)(9p^4 + 27p^3 + 9p^2 - 12p - 4) = 0, \quad p = r^2 = \frac{2}{3}I.
\]

In the range of the moment integral \( 0 \leq I \leq 1 \) there are two bifurcation points \( I_{C_1}^C \approx 0.379 \) and \( I_{C_2}^C \approx 0.938 \) (we denote the corresponding curves on the bifurcation curve by \( C_{C_1}^C \) and \( C_{C_2}^C \)). The calculation of the index of the quadratic part \( H \) gives the following results:

\[
\begin{align*}
\text{ind}_M &= 1, \ I < I_{C_1}^C, \\
\text{ind}_M &= 2, \ I_{C_1}^C < I < I_{C_2}^C, \\
\text{ind}_M &= 1, \ I > I_{C_2}^C.
\end{align*}
\]

4.3. New Stationary Configurations and Their Stability

From Fig. 19, where the bifurcation curves \( T \) and \( C_s \) for Thomson’s and collinear configurations are shown, it can be seen that

1) the curves \( T \) and \( C_s \) intersect transversally,

2) on the bifurcation curves \( T \) and \( C_s \) there are isolated points at which there occurs a change of the index of the critical points of the Hamiltonian which correspond to these curves.

Using the results of the previous section, we can draw the following conclusions:

1) in the phase space, the critical points corresponding to different families \( T \) and \( C_s \), are isolated from each other for all values of the parameter \( I \) (since for nonisolated families the bifurcation curves at the point of merging or intersection are tangent to each other);

2) by Theorem 3 of an isolated family, at the points of change of the index there must arise new critical points corresponding to hitherto unknown configurations.

We show that in this case the second scenario takes place, i.e. new stationary configurations are born under the change of the index.

It is clear that as the parameters change, the sought-for new configurations should tend to Thomson’s or collinear symmetric configurations in such a way that the corresponding bifurcation curves on the plane \( I, H \) merge with the curves \( T \) and \( C_s \) at the points of change of the index. In addition, it is natural to expect that for new configurations the symmetry will decrease but not disappear completely (see, e.g., [15, 16]).

Possible configurations which satisfy these requirements are isosceles and collinear asymmetric configurations (Figs. 20a and 20b).
c. Isosceles configuration  In a neighborhood of each of two Thomson’s configurations (which differ in the parity of permutation of the numbers of vortices) there may appear three isosceles configurations differing in the number of the vortex at the vertex (see Fig. 21).

Owing to the symmetry of the initial system with respect to permutations of the vortices it is sufficient to consider one of these six configurations. Thus, we shall seek the required family of critical points of the reduced Hamiltonian (4.5) in the form

\[ \rho_1 = \rho_2 = \frac{r^2}{2}, \quad \psi_1 = -\psi_2 = q. \]  

(4.13)

We denote the submanifold defined by these relations as

\[ \mathcal{M}_{\text{is}} = \{ (\rho_1, \rho_2, \psi_1, \psi_2) \mid \rho_2 = \frac{r^2}{2}, \psi_1 = -\psi_2 = q \}. \]  

(4.14)

Substituting (4.14) into the conditions for extremality of the Hamiltonian (4.5), we obtain the following equations:

\[
\frac{\partial H}{\partial \rho_1} \bigg|_{\mathcal{M}_{\text{is}}} = \frac{\partial H}{\partial \rho_2} \bigg|_{\mathcal{M}_{\text{is}}} = R_{\text{is}}(r, q, I) = 0, \\
\frac{\partial H}{\partial \psi_1} \bigg|_{\mathcal{M}_{\text{is}}} = \frac{\partial H}{\partial \psi_2} \bigg|_{\mathcal{M}_{\text{is}}} = \Psi_{\text{is}}(r, q, I) = 0.
\]  

(4.15)

The functions \( R_{\text{is}}(r, q, I) \), \( \Psi_{\text{is}}(r, q, I) \) are rather unwieldy. Because of this, we do not present them here (they can easily be obtained from the Hamiltonian (4.5) using a package for analytical
computations, for example, Maple or Mathematica etc.). Solving this system for the variables \( r \) and \( q \), we obtain a one-parameter family (or several families) of critical points parameterized by the value of the integral \( I \), which corresponds to isosceles configurations.

It is impossible to obtain an exact analytical solution of system (4.15). Therefore, we shall solve it numerically by the method of continuation in terms of the parameter. Using the isosceles configuration as an example we describe this process in more detail.

First, we restrict the Hamiltonian (4.5) to the submanifold \( M_{is} \):

\[
H_{is} = -\frac{3}{4\pi} \ln 2 + \frac{1}{4\pi} \left[ 2\ln(1 - r^2) + \ln(1 - 2(I - r^2)) \right]
\]

\[
-\frac{1}{4\pi} \left[ \ln \frac{r^2(1 - \cos 2q)}{1 + r^2 - 2r^2 \cos 2q} + 2\ln \frac{2I - r^2 - 2r\sqrt{2(I - r^2)\cos q}}{2(1 + 2r^2(I - r^2) - 2r\sqrt{2(I - r^2)\cos q})} \right].
\]

By (4.15), the critical points of the initial Hamiltonian on the manifold \( M_{is} \) coincide with the critical points of \( H_{is} \).

We then choose a value of the moment integral \( I_0 \) that is close to the bifurcation value \( I_1^T \), and in a neighborhood of Thomson’s configuration \( z_T(I_0) = (r^2 = \frac{2}{3}I_0, q = \frac{2\pi}{3}) \) we numerically find a critical point \( z_s(I_0) \) of the Hamiltonian \( H_{is} \) which is different from \( z_T(I_0) \). Next, we change the value of the moment integral by the small quantity \( I_1 = I_0 + \delta \), and in a neighborhood of the found point \( z_s(I_0) \) we find a new critical point \( z_s(I_1) \). Continuing this procedure, we construct a family of critical points corresponding to the isosceles configuration \( z_{is}(I) \). For the found families we construct bifurcation curves on the plane of the first integrals and specify the index of the complete Hamiltonian (4.5) for each of the branches.

Using the method described above, we have found two families (without considering the rearrangement of vortices) of isosceles configurations, which we denote by \( T^{(1)}_{is} \) and \( T^{(2)}_{is} \) (Figs. 22 and 23).

**Remark.** In view of the permutations of the vortices, it is necessary to multiply the number of the families of isosceles configurations by 6.

The found isosceles configurations possess the following properties (see Figs. 22 and 23):

- the family \( T^{(1)}_{is} \) continues on both sides of the bifurcation point \( C^{(T)}_1 \). For \( I > I^{(T)}_1 \) it continues up to the point \( C^{(Cs)}_2 \), where it merges with the family of collinear symmetric configurations, and for \( I < I^{(T)}_1 \) it continues to the return point \( I = I^{(Ts)} \approx 0.442 \), in which the second family of isosceles configurations \( T^{(2)}_{is} \) is born,

- the family \( T^{(2)}_{is} \) continues for \( I > I^{(Ts)} \) to the second return point as \( I \rightarrow \frac{1}{2} \), at which it merges with the family of collinear asymmetric configurations (which will be described below),

- the index of the quadratic part of the Hamiltonian for the family \( T^{(1)}_{is} \) is everywhere equal to 1 for \( I \neq I^{(T)}_2 \),

- the index of the quadratic part of the Hamiltonian for \( T^{(2)}_{is} \) is everywhere equal to 0.

Thus, using the numerical analysis of critical points of system (4.6), i.e. of relative equilibria of the initial system (4.1), we have proved the following theorem.

**Theorem 4.** In the problem of three equal vortices in a circle there exist two (up to permutation of the vortices) families of isosceles stationary configurations \( T^{(1)}_{is} \) and \( T^{(2)}_{is} \).
Fig. 22. Bifurcation diagram for stationary configurations of three vortices in a circle (T — Thomson's configuration, C\(\alpha\) — collinear symmetric configuration, T\(\alpha\) — isosceles configuration, C\(\alpha\) — collinear asymmetric configuration). Grey denotes a region of possible values of the integrals \(I, H\).
**d. Collinear asymmetric configuration.** In a neighborhood of each of three collinear symmetric configurations which differ in the number of the vortex in the center there appear two collinear asymmetric configurations differing in the parity of permutation of the vortices and in the number of the vortex that lies on the other side of the other two vortices relative to the center (see Fig. 24).

Owing to the symmetry of the initial system with respect to permutations of the vortices, it is sufficient to consider one of these six configurations. Thus, we shall seek the required family of critical points of the reduced Hamiltonian (4.5) in the form

\[ \rho_1 = \frac{r_1^2}{2}, \quad \rho_2 = \frac{r_2^2}{2}, \quad \psi_1 = \psi_2 = \pi. \] (4.17)

We denote the submanifold defined by these relations as

\[ M_n = \{(\rho_1, \rho_2, \psi_1, \psi_2) \mid \rho_1 = \frac{r_1^2}{2}, \rho_2 = \frac{r_2^2}{2}, \psi_1 = \psi_2 = \pi\}. \] (4.18)
Substituting (4.18) into the conditions for extremality of the Hamiltonian (4.5), we obtain the following equations:

$$\frac{\partial H}{\partial \rho_1} \bigg|_{\mathcal{M}_n} = \frac{\partial H}{\partial \rho_2} \bigg|_{\mathcal{M}_n} = R_n(r_1, r_2, I) = 0,$$

$$\frac{\partial H}{\partial \psi_1} \bigg|_{\mathcal{M}_n} = \frac{\partial H}{\partial \psi_2} \bigg|_{\mathcal{M}_n} = \Psi_n(r_1, r_2, I) = 0.$$  (4.19)

We do not present here the functions $R_n(r_1, r_2, I)$, $\Psi_n(r_1, r_2, I)$ either, since they are unwieldy. Solving this system by the method of continuation in terms of the parameter for the variables $r_1$ and $r_2$, we obtain one family of critical points (we shall denote it by $C_n$), which is parametrized by the value of the integral $I$ and corresponds to the collinear asymmetric configurations. For the found family we construct a bifurcation curve on the plane of the first integrals and specify the index of the quadratic part of the Hamiltonian (4.5) (Fig. 22).

**Remark.** In view of the permutations it is necessary to multiply the number of the families of collinear asymmetric configurations by 6 too.

The found collinear asymmetric configurations possess the following properties (see Fig. 23):

- the family $C_n$ is born at the point $I = I_1^{(C_n)}(I_0)$ and continues to the return point as $I \rightarrow \frac{1}{2}$, at which it merges with the family of isosceles configurations $T_{is}^{(2)}$,
- the index of the quadratic part of the Hamiltonian for $C_n$ is everywhere equal to 1.

Thus, using the numerical analysis of critical points of system (4.6), we have proved the following theorem.

**Theorem 5.** *In the problem of three equal vortices in a circle there exists one* (up to permutation of the vortices) *family $C_n$ of collinear asymmetric stationary configurations.*

5. DISCUSSION

It is interesting to compare the results obtained for three vortices of equal intensity in a circle with analogous results of A. Albouy in the problem of four equal vortices on a plane [15, 16]. In particular, A. Albouy showed that there is a stationary configuration in which three vortices form an isosceles triangle and the fourth one lies on its axis of symmetry; in the case of vortices in a circle, the center of the circle plays the role of the fourth vortex.

We point out another result that one can also try to generalize to the problem we consider. This is the theorem on the finiteness of the number of relative equilibria in the problem of four vortices on a plane with arbitrary intensities [25]. For vortices in a circle the question of finiteness of the number of stationary configurations with arbitrary intensities requires additional research, since the homogeneity of the equations of motion is used essentially in the proofs of [25].

In conclusion, we point out that it would be interesting to apply the methods developed in this paper to the search for and analysis of partial solutions in nonconservative models of vortex dynamics (in particular, to the problems of the dynamics of point vortex sources [19] and dissipating vortices [32]).
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